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Abstract—This paper explores the computing and communi-
cation overhead of network processing in IoT devices, focusing
on containers, a major building block for edge computing. Our
experiments reveal that containers on IoT devices suffer ∼2.6×
higher CPU usage for SoftIRQ processing, ∼59% less network
throughput, and 2× higher per-packet latency on average than
native processes. While several existing studies enhance net-
working performance, they often sacrifice interoperability by
requiring special hardware or modifying networking semantics
or APIs. Thus, we design and implement a kernel networking
accelerator, called SCON, that maintains interoperability, crucial
for IoT devices. SCON addresses major bottlenecks in container
networking through system-level profiling. We evaluate SCON
with three types of IoT devices. On the Raspberry Pi 4, SCON
reduces the latencies of major IoT application protocols (e.g.,
HTTP and MQTT) by ∼10×, achieving a similar level of
latency to the native process. Further analysis shows that SCON
reduces CPU usage for SoftIRQ processing by ∼26%. We also
report similar improvements on the other two IoT devices. Our
conclusion is that SCON is unique in significantly reducing the
computing and communication overhead of container networking
in IoT devices while maintaining interoperability. Furthermore,
it works consistently across different types of devices, whether
wired or wireless, and regardless of heavy or sporadic traffic.

Index Terms—Container Virtualization, Device Virtualiza-
tion, Efficient Communications and Networking, Resource-
Constrained Networks, Real-Time Systems.

I. INTRODUCTION

THE Internet of things (IoT) is a substantial paradigm
that interconnects physical objects, devices, and systems

through the Internet [1], enabling data collection from diverse
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sources, analysis, and autonomous decision-making. Specifi-
cally, the collected data in the IoT concept has enabled the
emergence of smart industries, such as smart factories, smart
homes, and smart farms, by creating intelligent and responsive
environments that enhance operational efficiency and user
experience [2], [3]. For instance, in a smart factory, a large
volume of data is collected from various sensors to have direct
real-time feedback control for efficient management of the
manufacturing process [4]. This control mechanism relies on
the use of IoT with low latency and high-performance commu-
nication [5], [6], [7], [8]. Similar requirements apply to other
industries where efficient IoT environments of communication,
control, and computing are crucial.

In order for IoT devices1 to efficiently run various customer
applications, containers have become the most popular envi-
ronment of choice [11]. Containers provide a lightweight way
to virtualize IoT devices with resource constraints because the
containers run as user-level processes on the host operating
system and share its system binaries, unlike other virtualization
schemes (e.g., virtual machines) [12], [13]. For containers
running in IoT devices, one of the most crucial performance
aspects is networking because the significant role of IoT
devices is to receive and send data to and from edge clouds
continuously [14], [15], [16], [17]. For example, IoT devices
with camera sensors in autonomous driving continuously send
road videos to the edge cloud for real-time analysis of the
road’s surroundings [14]. Also, IoT devices are used to re-
peatedly measure patients’ vibration data and send the data to
edge servers for real-time emergency monitoring [15], [16].
All these examples necessitate high network performance of
containers along with low latency and less CPU usage.

However, on IoT devices, existing container technolo-
gies face significant challenges in networking performance.
Our motivating experiments, conducted on representative IoT
devices using Linux and Docker—the de facto container
runtime—highlight the challenges (see §III in detail). First, in
a container, the CPU usage for packet processing (SoftIRQ) is
∼2.6× higher than that of a non-virtualized process (native).
Second, the network throughput of a container is ∼59% worse
than that of the native. In addition, per-packet latency is also
2× higher compared to the native on average. Given that IoT
devices have limited power and CPU resources [11], [13], [18],
these high CPU usage and poor throughput and latency are
significant challenges.

1The IoT devices that this paper focuses on are any devices that can run
a standalone operating system and multiple Docker containers, such as the
Raspberry Pi 4, as covered in many other previous IoT studies [8], [9], [10].
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Previous research has proposed various techniques to en-
hance the networking stack of containers [19], [20], [21], [22],
[23], but these techniques have limitations when applied to IoT
devices. First, most existing approaches have hardware depen-
dency or significant semantic changes, which makes them not
easily applicable to IoT devices. For example, DPDK [22]
processes packets at the user level and bypasses the kernel.
However, it requires a specialized network interface card (NIC)
that is not commonly supported in IoT devices [24]. Also,
AF GRAFT [19] changes the packet processing semantics
in the kernel, so the APIs for the networking from the
applications are changed. This means that all the applications
should be re-compiled and tested to use the changed APIs. For
some cases, it can be acceptable to get accelerated networking
performance, but not desirable for IoT devices where inter-
operability (ease of use) is more valuable than performance
boost.

Second, previous studies have yet to address the specific
needs of IoT traffic. Some IoT traffic consists of small mes-
sages, typically less than 200 B and ranging from 32 B to 256
B [25], [26]. Our motivation experiments with Slim [21], the
latest open-source research, show that it cannot enhance the
throughput of small IoT messages sufficiently. This implies
that existing studies may not be designed to take care of the
IoT traffic (§III). Considering the growing importance of edge
computing with IoT, container networking needs attention on
small IoT messages.

Our study presents a kernel accelerator, called SCON, for
IoT devices. The design goal of SCON is not to have any
hardware dependency nor modify the semantics changes in
APIs. The design of SCON starts with profiling the root causes
of the severe bottleneck in processing messages in containers.
By profiling the bottlenecks of the networking stack per
function, this study reveals that the primary bottlenecks of
containers are located in the Internet protocol (IP) layer, where
additional Netfilter, header processing, and routing lookup
operations are performed for containers (§IV).

SCON addresses the uncovered root causes by introducing
SCON express forward, which intelligently memorizes the
decisions on packet processing for recently seen connections in
the kernel (§V-A). The SCON design has four components—
Contable, Confilter flag, SCON composer, and SCON flusher
(§V-B). Note that SCON maintains the original kernel se-
mantics and socket semantics, so there is no need for any
legacy application to be re-compiled or re-tested. Also, the
SCON design is entirely kernel-based without any hardware
dependency.

We implement SCON in the recent Linux (version 5.10) and
conduct experiments with Raspberry Pi 4, a representative IoT
device [27], [28]. We use Docker as the container runtime. The
major contributions of this paper are as follows:
• Through in-depth system-level profiling, we identify the

challenges of IoT containers: high CPU usage and poor
networking performance (e.g., throughput) and we find that
the root cause is in the packet processing sequence (e.g.,
Netfilter, header processing, and routing lookup).

• We design and implement SCON, a kernel accelerator to
overcome these three challenges. Unlike existing studies,

SCON does not require additional hardware support and
maintains interoperability with legacy applications and
devices.

• Through micro-benchmark evaluations, we show that
SCON improves CPU usage and network performance for
messages over TCP by ∼26% and ∼45%, respectively,
and messages over UDP by an average of 33% and 31%,
respectively, compared to the containers.

• We also demonstrate that SCON is scalable with multi-
ple containers, specifically, as the number of containers
increases from one to four, the throughput across message
sizes increases by 4.2× on average.

• Through evaluation on real-world application protocols
(e.g., HTTP and MQTT), SCON demonstrates effective-
ness at both streaming and sporadic IoT traffic by improv-
ing latency by 48% on average and achieving a similar
level of latency to the native process.

• For three different types of IoT devices and wireless
connection, SCON consistently enhances CPU usage and
network performance compared to the containers, demon-
strating the interoperability of SCON.

For the rest of this paper, §II describes the background. §III
explains the motivation of this study, and §IV details the root
cause analysis of the results and our approach. §V presents
the SCON design. §VI shows the implementation of SCON
and its evaluations. §VII summarizes related works of SCON.
§VIII presents the discussion and future work, and finally, §IX
concludes this study.

II. BACKGROUND

This section provides the background on container network-
ing in IoT devices and its packet processing sequence.

A. Container Networking in IoT Devices

Containers have their unique IP addresses to ensure isola-
tion from other containers.2 The network switches or routers
connecting the hosts recognize only the host server’s IP
address. Thus, to deliver the packets generated from containers
across hosts, existing container platforms utilize one of two
techniques: network address translation (NAT) or overlay.

NAT. Each host manages a NAT table that maps container
addresses to host addresses. Based on the mappings, NAT
modifies the packet headers by replacing the container IP with
the host IP. So, packets traversing the external network carry
the host addresses, and switches and routers can recognize and
correctly deliver them between hosts.

Overlay. Overlay utilizes additional headers. Container
packets from the source host are encapsulated with addi-
tional headers, such as virtual extensible local area networks
(VxLAN) or IP-in-IP, and then decapsulated at the destination
host. The external network delivers the packets based on
the host addresses in the additional header. Although overlay
successfully delivers the container packets across hosts, it is
known that overlay incurs bigger overheads in CPU cycle and

2Containers can share an IP address of a host (known as host mode),
but their network packets are not isolated. So, in real-world scenarios, most
container platforms assign unique addresses to containers.
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Fig. 1. Packet processing sequence comparison. Containers have a longer
sequence than native Linux.

latency than NAT [29]. This is because the overlay requires the
overhead for packet en/decapsulation processes. Also, when
the packet size becomes bigger, the packet can be fragmented
when the encapsulated packet size exceeds the maximum
transmission unit (MTU), which is a non-trivial operation for
IoT devices. Thus, for IoT devices with a limited amount of
computing resources, NAT is the preferred choice [30], [31],
[32].

Various container platforms, such as Docker [33], LXC [34],
and OpenVZ [35], utilize a bridge network. There are a few
other techniques that deploy alternatives to the bridge, such
as Open vSwitch [36], but their role is identical to that of a
bridge. Since the NAT operation with a bridge network is the
de facto standard in container networking with IoT devices,
our focus is on the NAT with the bridge.

B. Packet Processing Sequence

Fig. 1 shows the summary of packet processing sequences of
native Linux and containers. We explain transmission control
protocol (TCP) packet processing as an example due to its
prevalent use in IoT devices and its comprehensive packet
processing capabilities, such as connection establishment, reli-
able packet delivery, and congestion control mechanisms [37],
[38], [39]. While user datagram protocol (UDP) can also be
used in IoT applications, it is much simpler than TCP, so we
use TCP to explain the background of this paper. Note that
the processing in the physical network interface, link, and IP
layers are identical between TCP and UDP.

We first look into the functions of the native Linux in
Fig. 1a. A packet from the user application passes through
several network layers in the following order: socket layer
(sock_sendmesg), TCP layer (tcp_sendmsg), IP layer
(ip_queue_xmit), link layer (dev_queue_xmit) to add
packer header for data transmissions. Then, the packet is trans-
mitted to the network interface layer (ndo_start_xmit)
and finally transmitted to the external network.

Next, in Fig. 1b, for the containers, the functions in the
TCP and IP layers are the same as the native Linux. However,
in the link layer of containers, dev_queue_xmit transmits

the packet to veth (veth_xmit) instead of the actual network
device of the host. veth is a virtual network interface assigned
to each container by default, which provides an isolated
network address space. Each veth has unique media access
control (MAC) and IP addresses so the containers can be
distinguished.

The packet passing through the veth is delivered to the
bridge (br_handle_frame), which connects veth of con-
tainers and the host kernel. The bridge then forwards the
packet to corresponding physical network interfaces that lead
to another IP layer processing: we call it the second IP
layer. In the second IP layer, ip_rcv, ip_forward, and
ip_output functions are called in order. This call chain
involves routing lookups that determine the proper destination
IP of the packet and Netfilter operations that decide whether
to forward the packet. Especially, NAT is conducted by the
Netfilter hook in the ip_output in the IP layer that changes
the source IP address of the packet from the IP address of the
container to that of the host. After NAT from the second IP
layer, the packet is delivered to the actual network interface
of the host server (dev_queue_xmit), and the packet is
finally transmitted (ndo_start_xmit). Please refer to the
Appendix for a more detailed packet processing sequence.

Through the analysis of the packet processing sequence,
we find that the networking processing sequence of contain-
ers depicted in Fig. 1b has additional function calls in the
bridge (e.g., br_handle_frame) and IP (e.g., ip_rcv and
ip_output) compared to the native Linux in Fig. 1a. In the
next section, we demonstrate how these additional calls impact
networking performance.

III. MOTIVATION

This section presents the motivating experiments that
demonstrate the three significant challenges of IoT containers:
1) inefficient CPU usage in IoT devices, 2) poor throughput
and latency in IoT devices, and 3) inadequacy of existing
acceleration techniques.

Experiment setting. We show the challenges of IoT con-
tainers through various experiments. For experiments, we use
a Raspberry Pi 4 as our IoT device as it is a widely-used
IoT device [13], [27], [28], [40]. It is equipped with an ARM
Cortex-A72 64-bit quad core@1.5GHz CPU, 8GB of RAM,
and a 1000 Mbps Ethernet chip. It runs Linux version 5.10
and constructs containers by Docker runtime version 20.10.

The Raspberry Pi is connected to an edge cloud server
(server machine) by 1000 Mbps Ethernet. The server machine
is equipped with an Intel i7-3770K octa-core@3.5GHz CPU
with 64GB memory and a 256GB SSD. The server runs Linux
version 5.4. We generate TCP traffic from a container on
Raspberry Pi to the server machine, using iperf [41], the most
popular network benchmark on IoT system evaluation [18],
[42], [43]. Unless otherwise specified, we use the experiment
settings described here throughout this paper.

For comparison, we also experiment with the “native” on
an identical IoT device with the same settings (e.g., iperf). We
present experiment results using one CPU core for the con-
tainer, which is a typical specification of resource-constrained
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Fig. 2. Challenges of SCON: inefficient and poor CPU usage, network throughput, and latency of containers on IoT devices.

IoT environments [44]. We have also conducted experiments
with a higher number of cores (up to four cores), which show
similar trends to the following results; so, we omit them.

Challenge 1: Inefficient CPU usage in IoT devices. We
first evaluate the CPU usage (Fig. 2a) in IoT devices. We
increase the size of the message over TCP from 32 B to 1
KB (x-axis) to cover the full range of typical IoT traffic. For
example, message sizes from 32 B to 256 B are commonly
generated by smart sensors like bulb and temperature sensors
[25], [26]. Message sizes from 512 B to 1 KB are seen in smart
cameras and smart speakers [45]. We measure the CPU usage
of User, System, and SoftIRQ by mpstat [46] and compare
the measurement results between the container and the native
process.

In Fig. 2a, we observe that both the native and the container
in IoT fully utilize the CPU, but the detailed usage is different
between the two. Specifically, the CPU usage of the container
for SoftIRQ processing is significantly higher compared to
the native. For instance, when processing 1 KB messages, the
container networking incurs ∼2.6× higher CPU usage than the
native for SoftIRQ processing. These results negatively impact
the network throughput because fewer CPU resources become
available for processing at the system level that handles
system calls and at the user level that generates packets. This
inefficient CPU usage poses a significant challenge for IoT
devices, especially because many are battery-powered and,
therefore, highly sensitive to CPU usage.

Challenge 2: Poor throughput and latency in IoT devices.
Next, we evaluate network throughput and latency for IoT
devices. Fig. 2b displays network throughput increase with
message size. For 1 KB messages, in particular, the network
throughput of the container is reduced by ∼59% compared
to the native. On average, the container has 44% lower
throughput than the native.

We also evaluate per packet transmission latencies in terms
of average and 99% tail values measured by Netperf [47].
The results show that both the average and the 99% tail
latency values increase. Specifically, in Fig. 2c and Fig. 2d,
the container increases the average latency by 2× and the 99%
tail latency also by 2× on average. Although the difference
is not large in terms of the absolute value (40 µs), this
difference is still problematic for IoT devices used in remote
health monitoring, and factory control, which require real-time
communication in microseconds because such difference may
damage finely calibrated machinery [48]. Also, industrial IoT
systems require latencies of microsecond level (less than 1 ms)
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Fig. 3. Comparison of traditional container environment and networking
acceleration technique (Slim) on an IoT device.

and jitter under 100 µs [49]. Thus, even microsecond delays
can impact synchronization and precision control, potentially
leading to defects or failures in real-time IoT systems.

Challenge 3: Inadequacy of existing acceleration tech-
niques. Because the containers draw significant attention from
the datacenter perspective, various networking acceleration
studies have been carried out. However, the studies are in-
adequate for IoT devices due to the following reasons.

First, existing studies lack interoperability for heterogeneous
IoT devices. In order to accelerate networking, several studies
changed kernel semantics in packet processing (e.g., kernel
bypassing and user-level processing) [19], [22], and it requires
modifications to the socket APIs of all legacy applications.
This implies that considerable development efforts are required
to adapt these techniques to various heterogeneous IoT appli-
cations.

Other studies have proposed the use of additional hard-
ware (e.g., RDMA NIC or DPDK NIC) to offload network
processing [20], [22], [50]. However, to our knowledge, it
is unclear whether such NICs are readily available in IoT
devices. Therefore, although these techniques can improve the
networking performance, they may not provide interoperability
for heterogeneous IoT devices that lack the necessary hardware
support.

Second, such studies do not sufficiently accelerate IoT traf-
fic. We experiment with the performance of the open-source
acceleration technique, Slim [21], the latest and representative
method that bypasses parts of the networking stack without
requiring specialized hardware. On IoT devices, we evaluate
Slim using iperf, which is the only benchmark we found to
be compatible with Slim on IoT devices. Note that Slim in-
cludes a custom library for running legacy Linux applications.
However, due to changes in packet processing semantics (host
bypassing), this library does not fully support native system
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calls (e.g., accept). We tried to run IoT traffic applications
on Slim but it requires modifications. So, we present the iperf
results here.

We compare the throughput between the native, Slim, and
the container. First, for large messages of 512 B and 1 KB,
Fig. 3 shows that Slim improves network throughput by 66%
than the container on average. When compared with the native,
Slim shows only 14% lower throughput on average. However,
for small messages ranging from 32 B to 256 B, Slim shows
quite poor throughput values compared to the native, with
59% decrease on average. Even compared to the container,
Slim performs poorly by 34% on average. The results indicate
that existing techniques such as Slim are designed for the
acceleration of large traffic [21], but small IoT messages do
not gain the improvements. This highlights the need for a
new accelerator to cover the diverse IoT messages in container
networking.

IV. ROOT CAUSE ANALYSIS AND OUR APPROACH

To design a new accelerator for IoT devices and traffic, we
investigate the underlying causes of inefficient and poor CPU
usage, network throughput, and latency. We analyze the IoT
container networking stack using the ftrace [51]. Specifically,
we measure the time it takes to process each function symbol
in the networking stack of IoT containers when sending 64 B
messages over TCP.

Fig. 4a depicts the measurement results for the key functions
involved in packet processing in container networking, as
discussed in §II. The results indicate that the time required
for processing a single message in the container is twice as
high as the native. We find this is because the container net-
working stack requires “additional” processing, such as bridge
layer (br_handle_frame), the second IP layer (ip_rcv),
and veth/eth (dev_queue_xmit and veth_xmit), which
are discussed in §II. Note that other parts in the container
networking stack, such as TCP and IP layers, consume similar
amounts of CPU time to the native environment.

The results show that the IP layer in the additional process-
ing accounts for the largest portion (63%). So, we conduct
further analysis on the packet processing in the IP layer. We
measure the CPU cycles spent for every symbol and categorize
them into the following operations: Netfilter, header process-
ing, routing lookup, and packet validation. Each category
implies the following operations:

• Netfilter: the packet filtering offered by the Linux kernel.
Netfilter also includes NAT processing that changes the
packets’ source IP address of containers to the host server
in order to enable external networking. The default con-
figuration is used in our experiments.

• Header processing: recompute the time-to-live (TTL) field
and checksum values and re-allocate the packet header to
expand the size of the header for NAT.

• Routing lookup: determine the corresponding network in-
terface of the packet to be transmitted.

• Packet validation: check whether the packet is local or
remote in the Linux bridge.
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Fig. 4. Profiling results on the network processing in Container environment.

Fig. 4b shows that the sum of Netfilter, header processing,
and routing lookup occupies 94% of the CPU cycles in the ad-
ditional packet processing. Our deep analysis reveals that these
three operations consume such a large amount of CPU cycles
due to the following reasons. First, Netfilter performs NAT
table lookup for the external networking between containers.
Also, Netfilter implements filtering policies for firewalls or
security reasons, which includes iptables lookup according to
the policies. We find that Netfilter requires expensive spin-lock
operations, resulting in high CPU overhead. Furthermore, the
additional IP header processing is carried out for the second
IP layer processing. Also, routing requires a lookup over data
structures (trie) for every received packet to find the proper
destination.

Netfilter, header processing, and routing lookup are con-
ducted repeatedly for every packet, even though a container
transmits packets with the same source and destination pair.
So, when IoT devices transmit the burst traffic, it signifi-
cantly drains the CPU, and results in throughput and latency
degradation. So, in this study, we design a kernel accelerator
on the three high-overhead operations: 1) Netfilter, 2) header
processing, and 3) routing lookup. The goals of the SCON are
summarized as follows:
• Reduce repetitious resource consumption while improving

the networking throughput and latency for IoT network
traffic.

• Design a networking acceleration technique without any
hardware offloading supports for IoT devices.

• Avoid kernel semantics changes or API changes resulting
in application re-implementation.

V. SCON DESIGN

This section presents a detailed design of SCON that offers
high network performance with efficient CPU usage on IoT
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devices. Fig. 5 shows the design of SCON. In order to
eliminate the high-overhead operations observed in §IV, we
devise “SCON path” that consists of SCON regular forward
and SCON express forward, and they add “intelligence” to
the container packet processing in order to avoid repetitious
operations in Netfilter, header processing, and routing lookups.
The intelligence of SCON is to remember the decisions on
packet processing (e.g., routing table lookup results) in SCON
regular forward for recently seen connections.

Specifically, when the packet from a container is delivered
to the Linux bridge, SCON distinguishes which routine is
suitable between SCON regular forward and SCON express
forward to process the packet. If the packet belongs to a
newly generated connection between source and destination
containers (identified by 5-tuple information including the
source and destination IP and port addresses with the L4
protocol identifier), it goes to the SCON regular forward. If
the packet belongs to a network connection that SCON has
already seen recently, it goes to the SCON express forward.

However, identifying the 5-tuple information of every in-
coming packet without hardware offloading and API modi-
fication can cause significant overhead in the Linux bridge
as the Linux bridge handles packets from multiple containers
simultaneously. In order to reduce the cost of packet identi-
fication, we introduce the following SCON components: 1)
Contable and Confilter flag as per-container structures for
packet processing and 2) SCON composer and SCON flusher
for allocating and managing Contable. In the following sub-
sections, we explain the SCON path and SCON components
one by one.

A. SCON Path

We first explain the SCON regular forward of SCON path
where a packet follows the call chain of the original Linux
networking stack (Fig. 6). While traversing the call chain,
SCON detects the packet and collects the packet processing
results from Netfilter, routing lookup, and header processing,
as listed below.

ip_rcv

ip_forward

ip_output

NF_INET_PRE_ROUTING

NF_INET_FORWARD

NF_INET_POST_ROUTING

Container

Network interface

Contable 
lookup

scon_express_
forward

SCON_EXPRESS_
NETFILTER

Contable  
update

SCON 
express forward 

SCON 
regular forward YesNo

Netfilter hookSCON composer Function

Fig. 6. SCON path details.

• Netfilter: the results of NF_INET_PRE_ROUTING,
NF_INET_FORWARD, and NF_INET_POST_ROUTING.

• Routing lookup: IP and MAC addresses of the next-hop.
• Header processing: MTU size, TTL value, and L3 protocol

ID.
After the packet has passed through the call chain, SCON
“memorizes” the collected packet processing results in a store
called Contable (to be explained in §V-B1) along with the
identifier of the network connection (5-tuple values) to which
the packet belongs.

Next, the SCON express forward avoids repetitious packet
processing by utilizing the Contable configured in the pre-
vious SCON regular forward. The SCON express forward
consists of two parts: 1) scon_express_forward and
2) SCON_EXPRESS_NETFILTER. Compared to its native
counterpart, scon_express_forward offers lightweight
alternatives for packet header processing and routing lookup,
and SCON_EXPRESS_NETFILTER for Netfilter processing.
scon_express_forward retrieves the results stored

in Contable and fills the packet with the necessary header
information (e.g., the result of routing lookup, TTL value, and
MTU size). It also performs the essential checksum operation
and sends it to the next SCON_EXPRESS_NETFILTER.

In SCON_EXPRESS_NETFILTER, SCON reduces the
overheads of Netfilter processing (e.g., repetitious spin-locks
for structure lookup, §IV) by memorizing the Netfilter de-
cision stored in the Contable. The decisions from Net-
filter are the following two actions: 1) success and 2)
discard. Success means that the packets are ready to go
out immediately (including source NAT processing), so the
SCON_EXPRESS_NETFILTER sends the packets to the net-
work interface. Discard means that the packet should be
dropped due to a security breach or firewall policies set by
system administrators.

To ensure the SCON path operates as intended, Contable
structures should be allocated and created at the proper time to
store connection information intelligently. Also, it is necessary
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Fig. 7. Structure of Contable and Conentry.

to update the memorized connection information of Conentry
(§V-B4). Specifically, the Conentry of Contable needs to be
updated in two situations. First, if the Conentry is not accessed
within a specific time interval, it should be flushed. Second,
when an existing connection is refreshed (e.g., when a TCP
connection is closed and then restarted), the Conentry must
also be flushed and updated accordingly. SCON components
fulfill these roles, which will be explained in the following
subsection.

B. SCON Components

Here, we describe four components of SCON: 1) Contable,
2) Confilter flag, 3) SCON composer, and 4) SCON flusher.

1) Contable: The Contable structure is shown in Fig. 7.
Contable memorizes how the packet of the connection has
been processed by SCON regular forward. It also identifies
which SCON routine each packet should take. SCON main-
tains a separate Contable per container, which consists of
multiple Conentry structures managed as a linked list.

A Conentry is built and used for each connection. SCON
identifies both the Conentry and connection by the 5-tuple.
Each Conentry maintains 1) routing information (i.e., IP
routing, MAC routing, L3 protocol ID) and 2) Confilter flag.
The IP routing stores the destination network interface (i.e.,
struct net_device) of the packets, the TTL value, and the
MTU size of the corresponding interface collected from the
SCON regular forward. MAC routing stores the L2 information
of the next-hop server that receives the packets sent from the
host server. The L3 protocol ID is the IP protocol number re-
quired for the IP header. Confilter flag aggregates the Netfilter
operations and is a part of packet header processing, which
will be explained further in the next subsection.

2) Confilter flag: The Confilter flag of the Contable embeds
processing results from Netfilter and header processing. Net-
filter plays a role for users or system administrators to define
rules for malicious or filterable network connections. Also, for
normal network connections, Netfilter performs source NAT
for external communication. The result from Netfilter is either
1) success or 2) discard, as explained in §V-A.

During header processing, the packet header checksum is
calculated to detect any errors in the packet bits. Note that
these errors exist on a per-packet basis and do not persist over
the entire connection to which the packet belongs. The result
of the header processing can be classified into 1) pass (normal)
or 2) error (dropped).

When the packet (connection) is “success” from Netfilter
and is “pass” from header processing, SCON sets the Confilter
flag as “success.” In this case, the SCON regular forward

directly sends the packets to the network interface. If the
packet is discarded from Netfilter (regardless of the results of
header processing), SCON sets the Confilter flag as “discard”
and the SCON regular forward drops the packets. Lastly, when
the packet is considered “error” from header processing, the
packet coming at the next time goes through the SCON regular
forward so that the information of the Contable can be updated
with the packets. The Confilter flag of success, discard, and
go-to SCON regular forward is defined by integers (i.e., 1, -1,
and 0).

3) SCON composer: SCON composer is to construct the
Contable structure. When a packet is transmitted from a
container, the SCON composer looks up the Contable to check
if any Conentry matches the packet’s 5-tuple. If there is no
matching Conentry, it indicates that the packet belongs to
a new network connection that has not been seen before.
Therefore, the SCON composer allocates a new Conentry,
adds it to the Contable, links it to the previous Conentry, and
initializes its entries. After the packet goes through the SCON
regular path, the SCON composer updates the Conentry with
the memorized processing information of the packet.

4) SCON flusher: SCON flusher is responsible for remov-
ing Contable or Conentry structures that are no longer valid.
There are several situations in which these structures become
invalid. The first situation is when the corresponding container
is stopped or removed, in which case the Contable allocated for
the container will no longer be used. We design each Contable
to be dependent on the container’s interface (i.e., bridge port),
as the container’s interface is removed by the kernel when that
container is stopped or removed. So, the Contable is removed
together when the container goes down.

The second situation arises when the container stops trans-
mitting packets in the connection. To detect this, a timer peri-
odically checks the frequency of Conentry hits. If a Conentry
is not hit within the timer interval (e.g., 10 s), the SCON
flusher is activated to free the Conentry.

SCON flusher is also designed to take care of situations
where an existing connection is refreshed. When a TCP
connection is closed and then restarted, Conentry must be
flushed and updated accordingly. To detect this situation, the
SYN flag of the TCP packets is monitored. Note that this
monitoring is particularly important for IoT devices because
TCP-based protocols such as MQTT/HTTP heavily use short-
lived messages for energy efficiency [52], [53], [54], [55].

VI. IMPLEMENTATION AND EVALUATION

We implement all the components of SCON on Debian
GNU/Linux 11 (bullseye) using Linux kernel version 5.10. The
implementation comprises 2K lines of C code. Additionally,
we provide a configuration option that disables the SCON. We
release the implementation of SCON on GitHub repository3.
The experimental settings are identical to those explained in
§III. We compare the native Linux process, container, and
SCON. Although we try to compare SCON with other existing
studies, they assume either special hardware support or their

3https://github.com/wonmi123/SCON.git
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Fig. 8. [Real-world application protocols] HTTP scenario.

own API/semantics, making direct comparisons with SCON
unfeasible (details in §VII).

We conduct three sets of experiments: 1) real-world appli-
cation protocols, 2) micro-benchmarks, and 3) interoperability
on other devices and wireless networking. As real-world
application protocols, we evaluate the effectiveness of SCON
with 1) HTTP scenario and 2) MQTT scenario because most
IoT traffic is generated using HTTP or MQTT protocols [52],
[53], [54], [55]. For both scenarios, we measure the amount of
CPU cycles and job completion time of transmitting the IoT
traffic.

As micro-benchmarks, we first assess CPU usage and net-
work throughput by gradually increasing the message sizes
using TCP protocol from 32 B to 1 KB. This message
size range includes almost all IoT packets as explained in
§III. Second, we analyze the processing time per packet and
function symbol using detailed profiling similar to Fig. 4.
Third, we measure the flow completion time (FCT) for IoT
traffic and present the 99% tail values from the results. Fourth,
we report the performance of SCON with the UDP protocol.
Lastly, we examine the scalability of SCON’s throughput
values as the number of containers on an IoT device increases.
Each experiment is conducted at least five times and we report
the average values.

We also test the performance of SCON on different IoT
devices that have distinct CPU architectures and processing
speeds. In addition, we evaluate SCON in a wireless network
setting. The detailed device specifications and experimental
settings are explained together with the results in §VI-C.

A. Real-world Application Protocols

1) HTTP: We first test the HTTP performance of SCON
by running one Nginx [56] (version 1.23.2) on a Raspberry
Pi to create HTTP traffic. On the opposite side, we run
wrk2 [57] on the Intel server and mpstat [46] to measure
network performance and CPU usage.

In particular, for each connection from the IoT device, wrk2
spawns one thread and requests a 64 B HTML file. In smart
factories, smart cities, disaster management, and healthcare,
the number of messages per second increases exponentially
due to the interconnection of hundreds to thousands of IoT
devices [58], [59]. Also, IoT devices typically use HTTP
or MQTT protocols to collect and send massive amounts of
sensor data keeping real-time delivery and constant monitoring
[60]. Thus, we set the input as 2K requests/s to reflect these
scenarios, which is close to the upper limit of the container’s
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Fig. 9. [Real-world application protocols] MQTT scenario.

capabilities in our setting. Also, we measure the CPU usage
through mpstat and HTTP latency from wrk2. Note that the
latency measured here is the time for sending a request and
receiving a corresponding reply. Each experiment lasts 10 s.

CPU usage. Fig. 8a shows the CPU usage breakdown.
Although the identical 64 B file is used for experiments,
native, container, and SCON show quite different CPU usage.
In comparison to the container, SCON reduces 19% of CPU
usage. In particular, SCON reduces 26% of CPU cycles spent
in SoftIRQ processing. As a result, the gap in total CPU
usage between native and container to achieve the required
throughput declines by 25% using SCON.

HTTP latency. Fig. 8b shows the average HTTP latency
reported by wrk2, which includes the times for an HTTP
request and reply. The bars represent average values, and
the whiskers represent ranges. The container exhibits much
more pronounced HTTP latency than the native, which is 14×
longer. On the other hand, SCON reduces the latency by 10×
compared to the container. Specifically, the latency difference
between the native and container is 1325%, while the one of
native and SCON is only 31%, which is 42× improvement.

2) MQTT: Next, we evaluate MQTT [61], a widely used
data streaming protocol in IoT. MQTT provides “MQTT
broker” that intervenes between the data publishers (e.g., IoT
devices) and subscribers (e.g., edge cloud servers). MQTT
broker then receives various data from publishers and delivers
it to proper subscribers.

For the experiments, we use the latest MQTT protocol of
version 5.0 [62]. Also, for the MQTT broker component, we
use Mosquitto application version 2.0.15 [63]. For the MQTT
publisher and subscriber, we use MQTTLoader version 0.8.6
[64]. Specifically, an MQTT publisher runs on a Raspberry
Pi, while a broker and a subscriber run on an Intel server. We
generate messages of 64 B data each from an MQTT publisher
(Raspberry Pi) using MQTTLoader. To reflect scenarios where
IoT devices process highly frequent requests, we experiment
by sending 1,000,000 messages within 60 seconds. The broker
receives the 1,000,000 messages and then delivers them to the
subscriber (Intel server).

We repeat the experiments at least five times and present the
average values. We measure CPU usage and MQTT latency.
MQTT latency includes the processing time from message
generation by the publisher to message reception by the
subscriber. The CPU usage is measured by mpstat, and the
latency by MQTTLoader.

CPU usage. Fig. 9a shows the CPU usage of MQTT
scenario. When comparing the native and container envi-
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Fig. 11. [Micro-benchmark] CPU usage for SoftIRQ and network throughput
in TCP.

ronments, the container environment consumes much more
CPU cycles for packet processing (SoftIRQ), which is 2.2×
higher. Due to this high processing in SoftIRQ, the User
time of the container environment experiences a decrease in
CPU cycles (0.87×), resulting in poor performance as shown
in Fig. 9b. On the other hand, SCON reduces the SoftIRQ
consumption of containers by 24%, which leads to improved
MQTT performance.

MQTT latency. Fig. 9b shows MQTT latency. We depict
the average value by bars and ranges by whiskers. When
comparing the native and container environments, the latency
of the container environment increases by 1.5×. On the
other hand, when comparing the container environment with
SCON, SCON reduces the latency by 31%. Moreover, when
comparing the native environment with SCON, the delay of
SCON is only 5% higher than the native environment (at
least 2%). The results show that SCON significantly improves
MQTT latency to the level similar to the native process. This
means that SCON greatly reduces the networking latency of
IoT application protocols by lowering CPU consumptions.

3) Transmission intervals on MQTT: Then, we evaluate
how SCON can handle various transmission request rates by
measuring the latency of MQTT. We vary the MQTT message
interval from 1 s to 0.001 s, so the number of requests
generated for each second ranges from 1 to 1000. All other
configurations are similar to those in §VI-A2.

Fig. 10 shows that, compared to the container, SCON
reduces the latency by 48% on average. In addition, SCON
exhibits only 7% longer latencies on average compared to
the native. The results show that SCON effectively improves
MQTT latency across a range of message transmission inter-
vals.
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Fig. 12. [Micro-benchmark] Per packet latency.
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Fig. 13. [Micro-benchmark] Processing time per packet and function symbol.

B. Micro-benchmarks

1) CPU usage: We generate TCP traffic using iperf [41]
and measure CPU usage (%) using mpstat. Each bar of Fig.
11a shows the average CPU cycles for SoftIRQ processing
(y-axis) per message size (x-axis).

For CPU usage, we focus on the SoftIRQ part because it cor-
responds to the packet processing overhead that SCON aims
to improve. As stated in §III, all experiments are conducted
on one CPU core, which is fully utilized in all cases (100%).
By subtracting the SoftIRQ usage presented in Fig. 11a from
the total CPU usage of 100% (one core), we obtain the CPU
usage mainly utilized by the User, i.e., the IoT application.
Thus, minimizing SoftIRQ usage is desirable as it frees up
more CPU cycles for IoT applications.

Fig. 11a shows the CPU usage for SoftIRQ increases as the
message size increases for all cases. This is because as the
message size increases, the number of messages generated at
the user level and the number of system calls processed at
the system levels decrease. Fig. 11a also shows that SCON
reduces the CPU cycle spent in SoftIRQ by 19% on average
compared to the container. In particular, the maximum CPU
usage reduction is 26% at 64 B messages.

2) Network throughput: We measure the network through-
put (Mbps) and depict the results in Fig. 11b. On average,
SCON demonstrates 20% higher network throughput com-
pared to the container. When comparing the throughput against
the native process, the container shows 40% lower throughput
on average, while SCON shows 29% lower throughput than
the native. Thus, SCON reduces the throughput difference by
28% compared to the container. For 512 B messages, SCON
improves throughput by ∼45% and reduces the throughput
difference with the native process by ∼47%.

These results show that SCON effectively reduces CPU
usage and improves container networking throughput when
processing highly frequent messages.
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3) Per packet latency: We measure the per packet latency
using Netperf [47] by changing the message sizes from 32 B
to 1 KB. Fig. 12a and Fig. 12b show the average and 99%
tail latency for sending a message using TCP from the IoT
client to the Linux edge server for 10 s, respectively. SCON
reduces the average latency by 25% on average compared to
the container and declines the gap between the native and
containers by 49% on average. For 99% tail latency, SCON
reduces 32% of container latency on average and minimizes
the gap between native processes and containers by 66% on
average.

4) Processing time per function symbol: Here, we further
investigate the impact of SCON by conducting the same
profiling shown in §IV. We measure the time it takes to process
each function in the networking stack of containers in IoT
when sending messages of size 64 B. Fig. 13 illustrates the
per packet execution time on average in native, container, and
SCON. Each bar consists of the functions we profiled, such
as ip_rcv, br_handle_frame, and veth_xmit.

SCON reduces the total time to process a single message
by 43% compared to the container. While the CPU usage of
container increases 99% than native, the difference between
SCON and native is 20%, which is 5× improvement. More
specifically, SCON saves 22 µs spent in ip_rcv, keeping
the time spent in other symbols similar to the container. This
indicates that SCON express forward successfully reduces
the overhead caused by additional and repetitious packet
processing in the existing container networking stack.

5) Flow completion time: We measure FCT, which is the
time required to complete a flow of IoT packets. We generate
IoT traffic on Raspberry Pi by traffic generator [65]. The traffic
generator requires a flow size distribution that characterizes a
packet trace by 1) message size and 2) frequency. The message
size refers to the size of data (payloads) that a single flow
delivers, and the frequency indicates how often each message
size appears in the trace, calculated as the number of flows
of that size divided by the total number of flows. We use
the flow size distribution of IoT sensor devices [66], such as
LiFX lightbulbs, Belkin Motion sensors, and Amazon Echo
devices, where each flow sends 100 to 1400 bytes of data.
In each trial, the traffic generator sends 100 IoT traffic flows
to an Intel server acting as an edge cloud server. Once the
traffic generator finishes sending a flow, we measure the time
to complete the flow (FCT). From the 100 FCTs, we calculate
the 99% tail value. We conduct the measurements at least five
times and present the average.

The measurement results are shown in Fig. 14. When
comparing SCON and container, SCON reduces the 99% tail
FCT by 20%. Furthermore, SCON decreases the gap between
the native and container from 12 ms to 2.9 ms, which means
4.1× small.

6) SCON on UDP: In the IoT domain, UDP is also em-
ployed as a lightweight protocol to facilitate low-power com-
munication (e.g., Constrained application protocol (CoAP))
[67]. Because SCON is an optimization technique on the
IP layer, SCON is compatible with UDP without any mod-
ifications. Here, we measure the CPU usage and network
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Fig. 15. [Micro-benchmark] CPU usage for SoftIRQ and network throughput
in UDP.

throughput with similar settings to those described in the TCP
evaluation, but generating UDP traffic from iperf.

We first explain the CPU usage for SoftIRQ results in Fig.
15a. As the message size (x-axis) increases, SCON reduces
the CPU cycles spent in SoftIRQ by an average of 33%.
Also, when the message size is increased from 32 B to 1 KB,
the container experiences only 1.7% increases in CPU cycle
consumption, which can be considered negligible.

Next, Fig. 15b shows the network throughput of UDP.
SCON demonstrates 31% higher throughput on average com-
pared to the container. Also, SCON narrows the throughput
gap between the native and the container processes by an
average of 36%.

These results reveal that SCON effectively improves both
CPU usage and throughput for UDP traffic as well as TCP
traffic.

7) Scalability of SCON: Considering that multiple con-
tainers run simultaneously [68], [69], we measure SCON’s
network throughput as the number of containers on a device
increases. Since the IoT device in our experiments has four
CPU cores, we increase the number of containers from one
to four by pinning one core per container using cgroups
[70]. Similar to the experiments in §VI-B, we run iperf on
the containers and send messages to the edge cloud server
machine.
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Fig. 16. Network throughput of SCON with increasing number of containers.
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(b) Raspberry Pi 3B+
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Fig. 17. Network throughput and CPU usage for SoftIRQ for other devices and wireless networking.

TABLE I
SPECIFICATION OF THE DEVICES.

Specification ASUS PN42 [71] Raspberry Pi 3 Model B+ [72]

Hardware
CPU quad-core Intel N100

@ 3.4 GHz
quad-core ARM Cortex-A53

@ 1.4 GHz
Storage 128 GB 128 GB

NIC 1000 Mbps 300 Mbps
Software OS Ubuntu: 20.04, Linux: 5.10 Ubuntu: 20.04, Linux: 5.10

Fig. 16 shows the measurement results. For different mes-
sage sizes ranging from 32 B to 1 KB, we measure the
networking throughput as the number of containers increases
from one to four. Each bar represents the sum of the individual
container’s throughput, so the bar for three containers is the
sum of the throughput of three containers. For all message
sizes, the networking throughput scales linearly with the
number of containers. When the number of containers in-
creases from one to four, the throughput across message sizes
increases by an average of 4.2×. These results demonstrate
that SCON is scalable with the number of containers.

C. Interoperability on Other Devices and Wireless Networking

1) Different IoT devices: In addition to the experiments
with the Raspberry Pi 4 up to this section, we also evaluate
SCON with different types of devices. Table I summarizes
the specifications of the two devices. First, the ASUS PN42
is chosen because it has much faster (2.3× faster in clock
speed) CPU cores and different architecture (Intel) compared
to the Raspberry Pi 4, which has ARM cores. Second, we
choose the Raspberry Pi 3B+ as it has similar ARM cores to
the Raspberry Pi 4, but with 70% lower network bandwidth
capacity and 7% slower clock speeds. Except for the IoT
devices, the other setup remains the same as in §VI-B.

ASUS PN42. Fig. 17a shows the network throughput (bars,
left y-axis) and CPU usage for SoftIRQ processing (lines,
right y-axis) on the ASUS PN42 device. As the message size
increases, SCON demonstrates ∼17% better throughput (in 64
B) and ∼25% reduced SoftIRQ CPU usage (128 B) compared
to the container. On average, these improvements are 7% and
17%, respectively, compared to the container. Also, the native
and SCON saturate the network capacity of 1000 Mbps with
message sizes starting from 128 B, and the container does
so from 256 B. In the experiment with the Raspberry Pi 4,
the throughput does not saturate up to 1000 Mbps (shown in
Fig. 11b). This is because the ASUS PN42 device has faster

CPU cores than the Raspberry Pi 4, which accelerates packet
processing and saturates the entire network capacity.

Raspberry Pi 3B+. Fig. 17b shows the results on the
Rasberry Pi 3B+. SCON increases network throughput by 20%
on average and reduces the CPU cycle spent in SoftIRQ by
10% on average compared to the container. Also, we observe
that the throughput of Raspberry Pi 3B+ does not saturate
its network capacity (300 Mbps) in contrast to the results of
ASUS PN42 (in Fig. 17a). This is because the Raspberry Pi
3B+ has low-speed CPU cores, requiring more time to process
each message.

In summary, for both different devices, SCON improves
CPU usage and throughput compared to the container.

2) Wireless network setting: We now evaluate SCON in
a wireless network setting. To eliminate interference from
the devices, we set up a WiFi router with 802.11ax LAN to
connect the Intel server and a Raspberry Pi 4. We also evaluate
other devices, such as ASUS PN42 and Raspberry Pi 3+. Since
they show similar tendencies to the Raspberry Pi 4, we omit
their detailed results.

Fig. 17c shows the network throughput and SoftIRQ CPU
usage, which is similar to Figs. 17a and 17b. We first explain
the results of CPU usage (lines). In a wireless networking
setting, SCON effectively reduces SoftIRQ CPU usage by an
average of 28% compared to the container. Also, regardless of
the message sizes, all results remain under 11% of SoftIRQ
CPU usage. This is because the WiFi provides low networking
bandwidth (30 Mbps at maximum), so the networking capacity
becomes a bottleneck before CPU resources.

Second, for the network throughput (bars of Fig. 17c),
SCON improves network throughput by an average of 10%
than the container. In addition, we observe that, from 128 B,
the throughput of SCON does not vary significantly (∼5%)
over message sizes. This is because, starting from 128 B
messages, the WiFi bandwidth becomes saturated quickly,
so no significant throughput difference exists. In summary,
even in wireless networking, SCON enhances networking
throughput while consuming less CPU.

VII. RELATED WORK

We summarize the related studies in Table II and compare
them with this study in terms of interoperability.

First, many studies have been built on the concept of by-
passing kernel processing, either partially or entirely, through
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TABLE II
RELATED WORK COMPARISON.

Bypass kernel
(or in-part)

Additional hardware
for IoT devices

Modification of
kernel semantics

Application
modification required

DPDK [22] O (Host) O X O
Freeflow [20] O (Host) O O X
Falcon [23] O (Host) O X X
Socket-grafting [19] O (Container) X O O
Slim [21] O (Container) X O △
SCON (this study) X X X X

hardware or by shifting the processing to the user space.
One example is Intel DPDK [22] that bypasses the kernel
networking stack and delivers packets directly to the user
space, facilitating high throughput and low latency for packet
processing. However, it is quite well-known that its use is
limited to NICs that support DPDK functionalities and APIs
and that user applications need to be modified to use DPDK
APIs to communicate with NICs. Furthermore, DPDK also
requires pre-allocated large memory to handle heavy traffic,
making it questionable for IoT devices with limited memory
size.

Also, FreeFlow [20] bypasses host parts of the kernel net-
working by leveraging additional hardware (i.e., RDMA [50])
and shared memory between containers. Although FreeFlow
showed great performance compared to the existing overlay
networking, it requires NICs that support RDMA. To our
knowledge, it is not clear when such NIC is available in IoT
devices. Even when such NIC becomes available, because
the containers share memory space to improve throughput,
FreeFlow brings the security issue that may compromise
isolation between containers. So, although FreeFlow has ad-
vantages over native container networking, it may not have
“interoperability” for heterogeneous IoT devices that lack the
hardware support for RDMA.

FALCON [23] addresses the issue of a bottleneck in
container networking caused by SoftIRQ processing. They
proposed a pipelined processing of a SoftIRQ using separate
cores, resulting in improved network throughput. However,
it should be noted that FALCON achieved this performance
improvement by utilizing additional CPU cores. Since CPU
cores are typically limited in IoT devices, FALCON may not
be suitable for IoT environments and is more appropriate
for resource-rich datacenters. Moreover, FALCON requires
Mellanox ConnectX-5 NICs with advanced offload features,
which are not supported by most IoT hardware.

Socket-grafting [19] proposed a new socket layer protocol
called AF GRAFT that bypasses the container networking
stack by connecting the container and host socket layer. How-
ever, utilizing AF GRAFT requires modification of the socket
APIs of all legacy applications. This means that considerable
development efforts are necessary to apply AF GRAFT to
various heterogeneous IoT applications.

Lastly, Slim [21] improved the network throughput by by-
passing the container networking stack and using the host net-
working stack directly without any NAT or overlay. However,
since most packets in Slim contain only host IP addresses,

the host kernel cannot distinguish between packets originating
from the host or containers. This makes network diagnosis
challenging. In addition, Slim implemented custom APIs to
reroute system calls to its framework for interoperability.
However, legacy applications are still incompatible due to
semantic differences in packet processing. Specifically, Slim
lacks the complete support for the accept call, which is
necessary for the MQTT library in IoT applications, resulting
in segmentation faults.

In contrast, SCON improves CPU efficiency, network throu-
ghput, and latency for small IoT packets without changing
any system calls or requiring additional hardware features.
Consequently, SCON keeps the interoperability with legacy
IoT devices and applications.

VIII. DISCUSSION AND FUTURE WORK

Scope of this study. In this paper, we focus on IoT devices
that can run a standalone Linux kernel. Our evaluation is based
on 1) micro-benchmarks that try to saturate the link (stress
test) and 2) IoT application protocols with a range of message
transmission intervals in order to cover the sporadic pattern
as well as bursty one. For future work, we will characterize
the details of IoT traffic patterns and evaluate SCON with the
patterns.

Portability of SCON. The current version of SCON is
implemented in the kernel. One might be curious about its
portability. In the future, we plan to explore the option of re-
implementing SCON using loadable modules to enhance its
portability.

Timer interval and overhead of SCON flusher. SCON
flushes the Conentry if it is not referenced within a specific
timer interval (e.g., 10 s). First, to decide a reasonable timer
interval, we investigate other papers that deal with IoT traffic
characteristics [5], [66], [73], [74]. However, we observe that,
to our knowledge, no study presents a specific duration that
can determine the idleness or termination of IoT traffic. Thus,
we determine the value empirically for our experiments. In the
future, we plan to test various flush intervals by collecting IoT
traffic traces from real-world IoT sensors (e.g., smart bulbs and
smart cameras). Second, to identify the overhead of the SCON
flusher, we measure the time taken to reallocate Conentry for
newly-arrived packets after the Conentry is flushed. The time
taken is 0.03 ms on average, and this delay can be hidden by
pre-allocating Conentry structures in advance. We leave this
optimization as future work.
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SCON in changing communication environments. The
communication environment can change over time, for exam-
ple, from less congested to more congested. Then, congestion
control or reliable delivery of transport protocols might kick
in. However, SCON express forward can still work due to the
following reasons. First, SCON express forward remembers
only the decisions that occur in the IP and bridge layers, such
as the addresses of the container and cloud server, the interface
to deliver the packet, etc. Since changes in the environment,
like network congestion, are dealt with in the upper layer
(e.g., transport layer), SCON is not affected. Second, the
addresses of the container and cloud server remain consistent
over their connection regardless of environmental changes, so
the Contable remains valid.

Comparison with existing studies. We investigate other
existing methods as much as possible, as listed in Table 1.
However, we find that they cannot be evaluated directly with
SCON due to the following reasons. First, several studies [22],
[20] require additional new hardware features (e.g., DPDK)
that are not available on IoT devices, which makes them
unsuitable for IoT device networking. Similarly, one study [23]
relies on Mellanox ConnectX-5 NICs with advanced offload
features, which most IoT hardware does not support. So, it
is not feasible to make a direct comparison with SCON.
Second, several studies [19], [21] require API changes for all
legacy IoT applications. For example, Slim [21] implements
its custom APIs to reroute system calls, and Socket-grafting
[19] entirely replaces the socket layer and its APIs, making
them not interoperable with the existing IoT applications. In
our efforts for fair comparisons, we try to port Slim to run
IoT applications but fail, in particular for the MQTT protocol
(Mosquitto broker). The reason is Slim modifies the semantics
of the accept system call so that it does not work with
applications that assume the semantics. In short, although we
try to compare SCON with other existing studies, they assume
either special hardware support or their own API/semantics.
A key design goal of SCON is to make it interoperable with
the existing IoT applications yet to accelerate the networking
performance of IoT devices.

Consideration on overlay. The current design of SCON
is built with the default container networking on NAT that
is the de-facto option for IoT devices [11]. However, one
may wonder about the feasibility of using overlay techniques,
which are commonly utilized in cloud datacenters. Overlays
are rarely used in IoT due to their heavy overhead, so this
study does not focus on them. However, given that various
cloud orchestration platforms, such as OpenStack, maintain
network connections through overlays, it might be useful to
use overlays in IoT to further enable compatibility between
IoT devices and cloud networks. So, we leave improving
overlay overheads in resource-constrained IoT devices as the
future work.

Extension to secure containers. The SCON design aims to
enhance networking performance while minimizing resource
consumption. However, it is well-known that containers are
less isolated compared to other virtualization technologies,
like virtual machines [75], [76]. Numerous studies have been
conducted to improve the security of containers in common

cloud datacenters [77], [76], [78]. However, to the best of our
knowledge, little research has addressed both performance and
security issues in IoT devices. In the future, we plan to extend
SCON to incorporate both performance and security.

IX. CONCLUSION

This study presents SCON, a high-performance container
networking accelerator for resource-restricted IoT devices. We
identify the overheads in container networking of IoT devices.
SCON intelligently memorizes decisions on packet processing
without hardware dependency. Also, SCON maintains the
native kernel and socket semantics, eliminating the need for
re-compilation or re-verification of legacy applications.

We implement SCON on a recent version of the Linux
kernel, and the evaluation results reveal that SCON effectively
reduces CPU usage for networking processing (SoftIRQ) by
26% and improves network throughput by 18% for TCP
packets. For UDP packets, SCON also reduces CPU usage
for Softirq by 33% and improves network throughput by
32%. Moreover, SCON significantly reduces the latency of
real-world applications like HTTP and MQTT, with ∼10×
improvement compared to containers, reaching a level similar
to the native process.

APPENDIX

Here, we explain a detailed background to help understand
this study.

A. Container Virtualization

Virtualization creates multiple VM instances to run user
applications on a single physical machine. While sharing the
underlying hardware resources, such as CPU, memory, and
storage, virtualization provides isolation between the multi-
ple instances to avoid interference between them. Container
virtualization has become widely used as it has much lower
overheads than virtual machines. Unlike virtual machines that
include the kernel in the virtualized instance, containers share
the host server’s kernel but isolate the application processes.
Since containers are created above the host server, they intro-
duce an additional routine to provide isolation. We explain the
sequence of packet processing toward the network interface to
deliver IoT traffic between containers.

B. Details in Packet Processing Sequence

We explain the necessary background on the packet pro-
cessing sequence in §II. Here, we provide more detailed
explanations.

1) Native Linux: In Linux, user applications create the data
(payload) to send, and the kernel crafts packets with the data
and handles network protocols. Fig. A.1a shows the packet
processing sequences for TCP packets of the native Linux.
Firstly, the packet from the user application passes through
sock_sendmsg, the first function of the transport layer of
the Linux networking stack. tcp_sendmsg then allocates
memory spaces for the data structures of the metadata and
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sock_sendmsg

tcp_sendmsg
tcp_write_xmit

tcp_transmit_skb

ip_queue_xmit
skb->dst->output

ip_output
ip_finish_output

dev_queue_xmit
ndo_start_xmit

TCP layer

IP layer

Link layer

(a) Native Linux.

sock_sendmsg

tcp_sendmsg
tcp_write_xmit

tcp_transmit_skb

ip_queue_xmit
skb->dst->output

ip_output
ip_finish_output

dev_queue_xmit
veth_xmit

dev_forward_skb
process_backlog
br_handle_frame
br_pass_frame_up
netif_receive_skb

dev_queue_xmit

ndo_start_xmit

ip_rcv
ip_forward
ip_output

Container

(b) Container.

Fig. A.1. Detailed packet processing sequence comparison. Containers have a longer sequence than native Linux.

payload of the packet (e.g., sk_buff) and establishes a
connection to the remote destination host.
tcp_write_xmit checks whether the packet needs to

be fragmented before transmission. tcp_transmit_skb
invokes ip_queue_xmit and ip_output for rout-
ing lookup and Netfilter processing. When the next-hop
MAC address is identified (via ip_finish_output and
ip_finish_output2), the packet is transferred to the link
layer (dev_queue_xmit) and further to the correspond-
ing network interface layer (ndo_start_xmit). Then, the
packet is transmitted by the actual network device, such as a
network interface card.

2) Container: Fig. A.1b summarizes how packets are pro-
cessed when containers are used. The functions in the TCP
and IP layers are the same as in native Linux. In the link
layer, however, ndo_start_xmit calls veth_xmit that
transmits packets to veth instead of the actual network device
of the host. veth is a virtual network interface assigned to
each container by default, which provides an isolated network
address space. Each veth has unique MAC and IP addresses
so the containers can be distinguished.

After passing through the veth, the packet is delivered to
the bridge that offers connectivity. The role of the bridge is
to identify the MAC address of the veth interfaces of the
containers to forward packets to appropriate containers. First,
the bridge performs an ARP (Address Resolution Protocol)
table lookup to identify the MAC address of the packet.
Next, the bridge passes packets to the Netfilter process
to determine which veth interface a packet goes out on
by br_handle_frame and br_pass_frame_up
functions. Finally, br_pass_frame_up calls
netif_receive_skb that leads to another IP processing.

After the operations from the bridge are finished,
netif_receive_skb triggers the second IP layer process-
ing to invoke ip_rcv, ip_forward, and ip_output.
This involves routing lookups that determine the proper des-
tination IP of packets and Netfilter operations that decide
whether to forward packets are performed. In particular,
NAT is conducted by the Netfilter hook, which is called
by ip_output in the IP layer to change the source IP
address of packets from the IP address of the container to
that of the host. The container networking has to perform

network address translation (NAT) because the IP address of
the containers is unique only within a host, so they cannot
be recognized on the external network. So, through NAT,
container networking makes the IP address translatable to
the external network. After NAT from the second IP layer,
the packet is delivered to the actual network interface of the
host server (dev_queue_xmit), and the packet is finally
transmitted (ndo_start_xmit).
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